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A three dimensional gas-solid reactive flow model based on the Eulerian-Eulerian approach was used to
simulate the hydrodynamic, heat transfer and catalytic cracking reaction within in a conventional Fluid
Catalytic cracking (FCC) riser. A 12-lump kinetic model was used to represent the catalytic cracking reac-
tion network. It was proposed a catalyst deactivation model as a function of the weight percentage of
coke amount on the catalyst to replace the deactivation model dependent of the residence time. It was
compared the effects of novel treatment for coke component (coke produced in the solid phase) with
common treatment (coke produced in the gas phase) on the fluid dynamic and catalytic cracking. The
results showed that the treatment for coke component affects radial distribution of coke mass flow. It also
showed that the treatment for coke plays an important role in simulation with catalyst deactivation as a
function of coke amount on catalyst.
� 2018 The Society of Powder Technology Japan. Published by Elsevier B.V. and The Society of Powder

Technology Japan. All rights reserved.
1. Introduction

The worldwide increase in demand for petroleum products,
combined with the increase in the supply of low-grade crude oil,
has forced the refineries to use chemical process to refine the
atmospheric residue and vacuum gas oil of distillation [1,2]. In this
context, the fluid catalytic cracking (FCC) process has been high-
lighted, and it is estimated that 45% of the world’s gasoline comes
from this process [3–5]. According to Fahim et al. [6], in the FCC
unit, the heavy oil fractions of low commercial value are converted
into products with higher added value, mainly gasoline and diesel,
through the contact between the feedstock and catalyst in a flu-
idized bed regime. In addition, it stands out for its flexibility,
adjusting the profile of the products to the market demand,
through the control of the operational variables.

Among the several equipment in the FCC unit, it is in the reac-
tor, called a riser, that the initial contact between the gasoil and the
catalyst occurs, and consequently the catalytic reactions. The riser
is described as a cylinder with a high height/diameter ratio, which
aims to promote the contact between the feedstock and the cata-
lyst for a specific time. The phenomena that occur within the riser
are extremely complex, due to the heterogeneous reactions, mass,
momentum and energy transfer between the phases, catalyst deac-
tivation by coke deposition and volumetric expansion. Further-
more, the riser operates at high temperature and pressure, which
makes the experimental study in an industrial riser unachievable
[7].

In this context, to overcome the lack of knowledge about this
important process, researchers have used computational fluid
dynamics (CFD) as a tool to predict and analyze the phenomena
that occur in this kind of flow. As a result, a wide range of studies
using CFD and different kinetics model have been conducted to
improve FCC riser performance from analysis of different geome-
tries and operating conditions. Theologos et al. [8] studied the
influence of the number of nozzles on the fluid dynamics and the
gasoline yield. They used an Eulerian-Eulerian approach applied
in a 3D gas-solid flow and a 10-lump kinetic model. The simula-
tions results showed that increasing the number of nozzles from
four to twelve increased the gasoline yield by 4%, since it provide
a more uniform catalyst distribution. Lopes et al. [9] simulated
the FCC riser using a 3-D three-phase model and 4-lump kinetic
model. In their work, it was studied the influence of the geometry
of the riser outlet on the flow and products yield. It was observed
that small changes in the riser outlet configuration have a signifi-
cant effect on the process. An increase in gasoline yield was
observed with increasing reactive mixture residence time. How-
ever, in their kinetic model the gasoline does not crack, in this
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Nomenclature

Ci molar concentration of component I [kmol m�3]
CD drag coefficient [–]
Cl constant 0.09
C2;1 constant 1.44
C2;2 constant 1.92
d particle diameter [m]
g gravitational acceleration [m2 s�1]
G elasticity modulus [Pa]
G0 constant of elasticity modulus function [Pa]
H static enthalpy [J mol�1]
k turbulent kinetic energy [m2 s�2]
mcoke reaction rate of coke in the solid phase [kg m�3 s�1]
Nu Nusselt number [–]
p static pressure [Pa]
pk shear production of turbulence [Pa s�1]
Pr Prandtl number [–]
Ri reaction rate of component i [kg m�3 s�1]
Re Reynolds number [–]
t time [s]
T static temperature [K]
u velocity vector [m s�1]

Ycoke mass fraction of coke [–]
Yi mass fraction of component i [–]

Greek symbols
b interphase momentum transfer [kg m�3 s�1]
e volume fraction [–]
2 turbulence dissipation rate [m2 s�3]
c interphase heat transfer coefficient [Wm�2 K�1]
k thermal conductivity [Wm�1 K�1]
l viscosity [Pa s]
q density [kg m�3]
rk constant 1.00
r2 constant 3.00

Subscripts
g gas phase
lam laminar
r reaction
s solid phase
turb turbulent
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way, longer residence times increase the gasoline yield. Behjat
et al. [10] conducted a 3D reactive three-phase-flow numerical
experiment, including feedstock coalescence and vaporization, to
evaluate the influence of the number of nozzles on the riser fluid
dynamics and heat transfer. The results showed that the increase
in the number of nozzles improved the catalyst distribution, a
result that corroborates those of Theologos et al. [8]. Chang et al.
[3] simulated an industrial riser using a 12-lumps kinetic model
and considering the vaporization phenomenon. The results of the
simulation showed that the decrease in the nozzle angle increases
the feedstock conversion and coke yield, while the decreasing the
yield of diesel and gasoline. Li et al. [11] analyzed the effects of
nozzle jet velocity, nozzle position and nozzle angle. The nozzle
jet velocity played a significant role on the gas-solid flow. Regard-
ing the nozzle position, it was not observed significant effects on
the fluid dynamic profile or on the riser efficiency. It was observed
that nozzle angle had significant effect on the radial temperature
distribution and gasoline yield. The catalyst-to-oil ratio was stud-
ied by Nayak et al. [12], Chang et al. [3] and Alvarez-Castro et al.
[4]. It was observed an increase in the conversion with the increase
of catalyst-to-oil rate. Regarding the gasoline, the three works
diverged. Nayak et al. [17] reported an increase in gasoline yield
with the increase of catalyst-to-oil rate, whereas Chang et al. [3]
and Alvarez-Castro et al. [4] reported no significant effect and
decrease in gasoline yield, respectively. Alvarez-Castro et al. [4]
also evaluated the influence of catalyst inlet temperature. The
authors observed that increasing the temperature decreases the
gasoline and diesel yield, while increases the conversion and the
yield of coke, LPG and dry gases.

As previously seen, several studies are conducted to obtain
better yield and understand better the phenomena that occur
in the FCC process due to its importance. However, such research
is only possible with the development of both fluid dynamic and
kinetics models, capable of predicting the phenomena that occur
within the riser. The modeling of the reactions that occur in the
riser is not a trivial task, due to the high number of components
present and, consequently, to the high number of reactions that
occur in this process. In this context, several approaches have
been developed to represent the kinetics of catalytic cracking
reactions. Among the different approaches found in the literature,
the most used one was developed by Weekman and Nace [13]
and called ‘‘lumps,” in which petroleum components that have
similar properties and behaviors (molecular weight, boiling point,
number of carbons) are grouped into pseudo-components
(lumps). In the Weekman and Nace [13] model all reactions are
represented by the kinetics of three chemical species (gasoil,
gasoline and other products).

As the composition of gasoil can vary depending on the petro-
leum, models such as those by Weekman and Nace [13], in which
the feedstock is represented by a single lump, make it necessary to
estimate the kinetic constants for each type of feedstock. Consider-
ing this, Jacob et al. [14] proposed a 10-lumpmodel in which gasoil
is divided according to its chemical characteristics into 4 lumps
(aromatic, aromatics with substituents, naphthenic, and paraf-
finic), in which the dependence of the kinetic parameters, accord-
ing to the feedstock composition, is considered.

Due to the different demands of petroleum products and the
different types of petroleum, different catalytic cracking processes
were proposed. Yang et al. [7] reported some of them in their work,
such as the maximizing iso-paraffin in cracked naphtha (MIP) pro-
cess and flexible dual-riser fluid catalytic cracking (FDFCC). Thus,
from the models by Weekman and Nace [13] and Jacob et al. [14]
other models have been proposed to fulfill the deficiencies of pre-
vious models or to meet the needs of their project. As a result,
kinetic models of different lumps have been proposed (3-lumps
[13], 5-lumps [14], 6-lumps [15], 10-lumps [16,17], 14-lumps
[18]). In addition to the different numbers of lumps, the kinetics
models also differ, considering different mechanisms, such as gaso-
line cracking, catalyst deactivation type, deactivation by basic
nitrogen poisoning and absorption of aromatic, and asphaltenic
resins.

Deactivation of the catalyst is another important factor that
must be considered in the kinetic modeling of reactions. The depo-
sition of coke on the catalyst surface lowers the activity thereof.
The literature shows two main models to represent the catalyst
deactivation: as a function of residence time and as a function of
coke concentration. Cerqueira et al. [19] used the 12-lump model
to evaluate different functions to describe the catalyst deactiva-
tion, and they observed that an exponential function with only
one variable parameter generates satisfactory results. Depending



2570 D.C. Pelissari et al. / Advanced Powder Technology 29 (2018) 2568–2581
on the type of catalyst and process, several parameters of the deac-
tivation function can be found.

In the literature, both the deactivation models, as a function of
the residence time and as a function of the percentage of coke, are
quite used and represent, in a satisfactory way, the catalyst deacti-
vation. However, according to Guinest and Ribeiro [20], deactiva-
tion functions, such as the catalyst residence time, do not have
direct connection with the operating conditions (pressure, temper-
ature), leading to imprecise predictions of the catalyst activity
along the reactor. Thus, a more reliable description of the decay
of the catalyst activity can be obtained when the deactivation
model is expressed as a function of the variable that causes its
deactivation, in this case, the coke deposited on the catalyst.

It is noteworthy that all the kinetic models and works cited, as
well as most of the works found in the literature, consider coke for-
mation in the gas phase, which does not occur in the industrial pro-
cess. Nevertheless, Yang et al. [7] included in their modeling the
coke formation in the solid phase and used 11-lumps kinetic model
with catalyst deactivation as function of the mass fraction of coke
deposited on catalysts to simulate the FCC process. It was sug-
gested that this novel treatment for coke component is more real-
istic, since the coke was formed in the catalyst. However, those
authors did not compare the treatments given to coke, whether
formed in the gas phase (common treatment) or in the solid phase
(new treatment), making it impossible to observe the effects and
relevance that the type of treatment given to coke have on the pro-
file flow, coke distribution at the riser, and kinetics.

In the present work, a three-dimensional reactive gas-solid flow
based on Eulerian-Eulerian approach was used to investigate fluid
dynamic, heat transfer and catalytic cracking reaction in an indus-
trial scale FCC riser. The 12-lumps kinetic model was incorporated
into the CFD model, which has a catalyst deactivation model as
function of the catalyst residence time. It was proposed a catalyst
deactivation model as a function of the weight percentage of coke
amount on the catalyst in order to replace the deactivation model
dependent of the residence time, since in the real process the deac-
tivation occurs due to the coke deposition on the catalyst. It was
compared the effects of novel treatment for coke component given
by Yang et al. [7] with the common treatment (coke produced in
the gas phase) on the fluid dynamic and catalytic reactions. This
comparison was performed for two types of catalyst deactivation
function (by residence time and weight percentage coke). The
results were compared with the industrial data reported by Chang
et al. [3].
2. Mathematical model

A three-dimensional reactive flow based on the Eulerian-
Eulerian approach was used to describe the gas-solid flow of the
FCC riser. In Eulerian-Eulerian approach both the phases are con-
sidered to be continuous and interpenetrating, in which the con-
servation equations for mass, momentum, species, and energy
are solved for each phase and simultaneously, as shown in Table 1.
The catalytic cracking reactions were represented by 12-lumps
kinetic model [21]. The momentum equations of each phase are
linked by an interphase exchange term. This term is calculated
through the drag laws, since the drag force between the fluid phase
and the dispersed phase is one of the dominant forces in fluidized
beds [22]. Several drag models are found in the literature to repre-
sent the gas-solid flow, as the models of Gidaspow [23], Syamlal
and O’Brien [24] and Yang et al. [25]. It was used the drag model
based on the energy minimization multiscale (EMMS) approach
proposed by Yang et al. [25]. The modulus of elasticity (G) given
by Gidaspow [23] in Eq. (19) was used to predict the solid pressure.
The k-e two-equation model was used to predict gas-phase effec-
tive turbulence viscosity. In the gas energy equation, Eq. (5), the
last two terms are the energy variation due to the endothermic
reactions and the heat transfer between the phases, respectively.
The interphase heat transfer coefficient, h, is related to the Nusselt
number, which is calculated by the Ranz-Marshall [26,27] correla-
tions. It was assumed that feedstock was completely vaporized at
the feedstock inlet, since the required time for the complete vapor-
ization of the feedstock is approximately 3% (0.3–30 ms) of the
mixture residence time in the typical FCC riser [7,11,22,28].

2.1. Catalytic cracking kinetic model

It was used the 12-lumps kinetic model by Wu and Weng [21]
to represent the catalytic cracking reactions. In this model, the
feedstock and products are divided into three and nine lumps,
respectively, listed in Table 2, and the reaction scheme is repre-
sented by 56 reactions, shown in Fig. 1. The reaction paths and
kinetic parameters are shown in Table 3. It was assumed that all
reactions are first-order and irreversible, and catalyst deactivation
is unselective. The term Ri, in Eq. (7), is the sum of rates of forma-
tion and consumption of specie i, being the reactions rates (ri,r)
expressed as below:

rr;i ¼ �/ Cð Þ � F Nð Þ � F Að Þ � kr � qgai

� �
� qses ð22Þ

kr ¼ k0 � exp �E
RT

� �
ð23Þ

/ Cð Þ ¼ exp �0:2543tð Þ ð24Þ

F Að Þ ¼ 1
1þ KA CA þ CRð Þ ð25Þ

F Nð Þ ¼ 1
1þ KNCN

ð26Þ

where (qai) is the mass concentration of the reactant i in the gas
phase, (qses) is the local concentration of the catalyst, kr is the reac-
tion constant, k0 is the pre-exponential factor, and E is the activa-
tion energy. U(C), F(A) and F(N) are the catalyst deactivation
function due to the coke deposition which is calculated as a func-
tion of catalyst residence time, polycyclic aromatic adsorption and
basic nitrogen poisoning, respectively. The terms CA, CR and CN

are the weight percentage of aromatics, resins and asphaltene and
nitrogen in feedstock. KA and KN are the adsorption coefficient of
heavy aromatics compounds and the coefficient of deactivation of
basic nitrogen poisoning.

The heat of cracking reactions, Qr in Eq. (5), is calculated accord-
ing to the mass of coke produced [3,7,11]. It is reported that the
cracking reactions in FCC process are endothermic reactions, and
producing 1 kg coke requires the amount of heat of 9.127 � 103

kJ. Thus, Qr is equal to 9.127 � 103 kJ multiplied by the rate of coke
formation rate.

One of the main objectives of this work was to implement a cat-
alyst deactivation model as a function of the weight percentage of
coke on amount of catalyst. Thus, it was used a similar function to
one that considers the residence time, as shown in Eq. (27). The
term A0 is used to adjust catalyst activity due to change in formu-
lation, a0 is the deactivation constant and C is the weight percent-
age of coke on amount of catalyst [29].

/ Cð Þ ¼ A0e �a0Cð Þ ð27Þ
To obtain the values of the constants in Eq. (27), it was taken the

values of the catalyst residence time and the weight percentage of
coke along the height of the riser from the simulation result using
the Wu and Weng [21] model, which was used in Eq. (24) e Eq.



Table 1
Governing and constitutive equations for gas-solid flow.

Governing equations

Continuity equations of gas and solid phases
@
@t egqg

� �
þ � egqgug

� �
¼ �mcoke

ð1Þ
@
@t esqsð Þ þ � esqsusð Þ ¼ mcoke ð2Þ
Momentum equations of gas and solid phases
@
@t egqgug

� �
þ � egqgugug

� �
¼ � eglg ug þ ug

� �T� �h i
� egpþ egqgg þ b us � ug

� � ð3Þ
@
@t esqsusð Þ þ � esqsususð Þ ¼ � esls us þ usð ÞT

� �h i
� esGes þ esqsg þ b ug � us

� � ð4Þ
Energy equation of gas and solid phases
@
@t egqgHg

� �
þ � egqgugHg

� �
¼ : egkgTg

� 	� Qr þ hgs Ts � Tg
� � ð5Þ

@
@t esqsHsð Þ þ � esqsusHsð Þ ¼ : esksTs½ � þ hgsAg=s Tg � Ts

� � ð6Þ
Species transport equation of gas phase and
@
@t egqgYi;g

� �
þ � egqgugYi;g

� �
¼ : egqgCiYi;g

� �
þ Ri

ð7Þ
Species transport equation for coke in catalyst phase.
@
@t esqsYcokeð Þ þ � esqsusYcokeð Þ ¼ : esqsCcokeYcokeð Þ þmcoke ð8Þ
Turbulence Equation (k� epsilon model)
lg ¼ llam;g þ lturb;g ð9Þ
lturb;g ¼ qgCl

k2

�
ð10Þ

@
@t egqgk
� �

þ � egqgugk
� �

¼ � eg llam;g þ
lturb;g

rk

� �
k

h i
þ egPk � egqg�

ð11Þ
@
@t egqg�
� �

þ � egqgug�
� �

¼ � eg llam;g þ
lturb;g

r�

� �
�

h i
þ eg�

k C�;1P
k � C�;2�qg

� � ð12Þ

Pk ¼ lturb;gug : ug þ ug
� �T� � ð13Þ

Drag Forc

b ¼
150 e2s lg

egd2s
þ 7

4
us�ugj jesqg

ds
eg < 0:74

3
4 CD

us�ugj jesegqg f egð Þ
ds

eg � 0:74

8<
:

ð14Þ

f eg
� � ¼ �0:576þ 0:0214

4 eg�0:7463ð Þ2þ0:0044
0:74 � eg � 0:82 ð15Þ

f eg
� � ¼ �0:0101þ 0:0038

4 eg�0:7789ð Þ2þ0:0040
0:82 < eg � 0:97 ð16Þ

f eg
� � ¼ �31:8295þ 32:8295egeg > 0:97 ð17Þ

CD ¼
0:44Res > 1000

24
Res

1þ 0:15 Resð Þ0:687
h i

Res < 1000

( ð18Þ

Solid Pressure
G ¼ G0exp c es � es;max

� �� 	 ð19Þ
Heat transfer coefficient between phases

hgs ¼ kgNu
dp

ð20Þ
Ranz-Marshall Correlation

Nu ¼ 2:0þ 0:6Re0:5Pr0:33 ð21Þ

Table 2
Lumps of the kinetic model by Wu and Weng [21].

Symbol Lump Boiling range

SS Saturates in feedstock 613.15 K+
SA Aromatics in feedstock
SR Resin and asphaltene in feedstock
Dl Diesel 477.15–613.15 K
GS Saturates in gasoline C5 � 477.15 K
GO Oleofins in gasoline
GA Aromatics in gasoline
LP Low carcon alkanes C3 � C4

LO3 Propylene
LO4 Butene
DR Dry gas C1 + C2 + H2

CK Coke –
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(27). Thus, Rstudio software was used to minimize the square sum
of the difference between the equations. The values obtained for A0

and a0 were 0.9 and 0.853, respectively.

3. Simulation

In this work, it was used the same riser geometry reported by
Chang et al. [3]. The selected riser is 41.3 m in height and 1.05 m
in diameter, as shown in Fig. 2. The catalyst and steam were fed
at the bottom of the riser. The steam is a fluidization agent, which
is used to drag the catalyst to the injection zone, located at the
height of 1.5 m above the reactor base. In this zone, there are four
nozzles evenly distributed around the riser with an angle of 60�
with the horizon, which are used to feed the gas oil into the riser.

In order to validate the simulation, it was used the operating
condition reported by Chang et al. [3]. It was assumed that feed-
stock is introduced at vaporization temperature (733 K), a value
reported in the literature [7]. Chang et al. [3] considered the phe-
nomenon of vaporization of the feedstock. Thus, the energy
required to vaporization of the feedstock was deducted from the
initial temperature of the catalyst. Being it was adopted the same
procedure used by Lopes [30]. The non-slip condition was set for
gas phase and free slip condition for the solid phase. The operation
and boundary conditions are listed in Table 4. In addition, the
physical properties of the reactive species, the catalyst and steam
are listed in Table 5.

The commercial software Workbench 14.0 was used to create
the geometry and mesh, which was imported into the ANSYS CFX
14.0. The differential equations were solved using the finite vol-
umemethod. A second-order upwind scheme was applied to calcu-
late conservation equations, while the turbulence term was
calculated by first-order upwind scheme. The temporal discretiza-
tion was estimated via the second-order backward Euler method.
The terms of catalytic reactions rate, heat of reactions, transfer of
mass, and drag model were implemented as source terms in the



Fig. 1. Reaction network of the 12-lump kinetic model.

Table 3
Kinetics parameters of the 12-lumps kinetic model.

Reaction Path Activation energy (kJ/mol) Exponential factor (m3/kg/s) Reaction Path Activation energy (kJ/mol) Exponential factor (m3/kg/s)

1? 4 2.7251 0.8309 4? 6 13.0832 0.05712
1? 5 0.9432 0.1705 4? 7 12.2401 0.2716
1? 6 1.2912 0.8854 4? 8 8.2513 0.02983
1? 7 7.2956 0.0516 4? 9 3.7156 0.005163
1? 8 13.03682 0.0160 4? 10 3.4688 0.008104
1? 9 8.9495 0.0320 4? 11 16.3068 0.09068
1? 10 7.7870 0.0094 4? 12 10.2884 0.2953
1? 11 8.8766 0.01116 5? 6 14.641 0.01762
1? 12 9.5764 0.009691 5? 7 15.7166 0.06452
2? 4 4.7964 1.0488 5? 8 15.3998 0.000109
2? 5 4.0451 0.1679 5? 9 13.124 0.07185
2? 6 14.1004 0.1510 5? 10 12.8934 0.2853
2? 7 13.5735 0.2189 5? 11 18.2895 0.08753
2? 8 0.7088 0.04371 5? 12 19.805 0.01101
2? 9 3.4203 0.09726 6? 5 12.6572 0.04536
2? 10 3.7921 0.04795 6? 7 8.9658 0.4008
2? 11 4.7483 0.04531 6? 8 13.5233 9.70E-13
2? 12 3.3867 0.07244 6? 9 12.1083 0.1863
3? 4 10.1081 0.1928 6? 10 12.1945 0.1563
3? 5 14.3479 0.2450 6? 11 14.6554 0.1371
3? 6 15.8237 1.1487 6? 12 11.3696 0.04921
3? 7 16.0157 0.1235 7? 8 14.0169 1.14E-5
3? 8 0.9537 0.3900 7? 9 11.9348 0.09565
3? 9 1.9214 0.1617 7? 10 10.4221 0.4191
3? 10 1.35212 0.1076 7? 11 10.2512 0.4263
3? 11 4.0009 0.1039 7? 12 9.3636 0.2278
3? 12 3.9143 0.1169 8? 11 30.3051 0.2538
4? 5 14.4455 0.06207 10? 11 38.5004 0.2344
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Table 4
Operation and boundary conditions.

Inlet of Catalyst and steam

Boundary condition Inlet
Velocity 5 m/s
Temp. of catalyst 868 K
Temp. of steam 868 K
Vol. fraction of catalyst 0.042
Vol. fraction of steam 0.958

Inlet of feedstock
Boundary condition Inlet
Flux of feedstock 34.57 kg/s
Temp. of feedstock 733 K
Vol. fraction of catalyst 0
Vol. fraction of feedstock 1
Mass fraction of feedstock
Saturetes 0.6605
Aromactics 0.2525
Resin and asphaltenes 0.087

Oultlet Openning

Wall Free slip para fase sólida e no-slip para fase gás

Fig. 2. Riser geometry.

D.C. Pelissari et al. / Advanced Powder Technology 29 (2018) 2568–2581 2573
conservation equations of continuity, momentum, species, and
energy by means of user defined functions (UDFs). A time step of
1 ms was used to guarantee the numerical convergence. The
amount of time required for the simulations was defined based
on the stabilization of the outlet mass fraction of gasoline, diesel,
LPG, and dry gas. The total time of simulation was 15 s, similar
time reported by Alvarez-Castro et al. [4], Lopez et al. [9] and
Alvarez-Castro et al. [31].
4. Results

4.1. Hydrodynamic behavior

The volume fraction profile of the catalyst in the axial plane and
the cross-section planes at different heights are shown in Fig. 3. It
can be observed that in injection zone (1.45 and 2.5 m), part of the
catalyst is directed towards the center of the riser due to the high
velocity injection of the feedstock, while the other part tends to
accumulate near the wall. At the height of about 4.0 m, the solid
phase is concentrated in the center region. Along the height of
the riser, it can be noted that the volume fraction of the catalyst
tends to reduce and homogenize due to the acceleration and volu-
metric expansion of the gas phase caused by the formation of low
molecular weight products.

Fig. 4 shows the profile and vector of the gas phase velocity in
axial plane. The injection zone is the most difficult region to
describe, since there are high gradients of velocity and concentra-
tion. In this region, the feedstock is injected at high velocity from
nozzle towards the riser center. After entering in the riser, the
gasoil collides with a large amount of catalyst coming from the
bottom of the riser. Thus the catalyst is directed to the center
and a preferred path for the passage of the feedstock is formed. It
can be observed in this region, Fig. 4(a), a slower velocity both in
the center and near the wall of the riser, where there is high con-
centration of solid, whereas a high velocity is observed between
these two regions due to the fast injection of gas oil. The same
behavior is reported by other researchers [3,7].

It can be seen a rapid reduction in gas velocity right after its
injection due to the expansion of the flow space and the momen-
tum transfer between the gas and solid phase. Along the riser
height, the heavy oil is cracked in light fractions of petroleum,
causing volumetric expansion of gas phase and consequently an
increase in its velocity, as show in Fig. 4. Above the injection zone,
the gas phase concentrates in the center region while the solid
phase concentrated near the wall, resulting in a high velocity in
the riser center, as shown in Fig. 4(b) and (c). Moreover, the results
indicate that velocity is not uniform in axial and radial directions,
mainly in the injection zone.

4.2. Temperature profile

Fig. 5 shows the gas phase temperature profile in axial plane.
The heat transfer phenomena and reaction rate are closely related
to the catalyst distribution, and as previously discussed, the radial
and axial velocity and catalyst distribution are not uniform, mainly
in the injection zone. Thus, it can be observed the similar temper-
ature profile to the catalyst distribution in Fig. 3, in which the high-
est temperature occurs in the center and near the wall, where there
is high concentration of solid. It is also noted that the heat transfer
rate from catalyst to the feedstock is elevated. Along at the riser
height, the temperature decrease due to the endothermic catalytic
reactions.

4.3. Species concentration profiles

Fig. 6 shows the feedstock conversion and the yield of various
products along the riser height. It can be noted that feedstock is
rapidly cracked in the first one-third of the riser, due to the higher



Table 5
Physical properties of reactive species, catalyst and steam.

Species Molecular weight (kg/kmol) Specific mass (kg/m3) Specific heat (J/kg K) Viscosity (kg/m s) Thermal conductivity (W/m K)

SS 420 14.52 2420 5 * 10�5 0.0250
SA 420 14.52 2420 5 * 10�5 0.0250
SR 420 14.52 2420 5 * 10�5 0.0250
DI 240 8.6 2420 1.6 * 10�5 0.0250
GS 117 4.2 2420 1.6 * 10�5 0.0250
GO 117 4.2 2420 1.6 * 10�5 0.0250
GA 117 4.2 2420 1.6 * 10�5 0.0250
LP 50 1.76 2420 1.6 * 10�5 0.0250
LO3 50 1.76 2420 1.6 * 10�5 0.0250
LO4 50 1.76 2420 1.6 * 10�5 0.0250
DR 18.4 0.8 2420 1.6 * 10�5 0.0250
CK 400 1400 1090 1.6 * 10�5 0.0250
Catalyst – 1560 1090 1.72 * 10�5 0.0454
Steam 18.02 0.6 2080.1 1.22 * 10�5 0.0250
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temperature, concentration of reactant and concentration of cata-
lyst. The yield of diesel and total gasoline increase quickly in the
first half of the riser, and after approximately keep stable. It can
be observed that olefins in gasoline increases rapidly, reaches max-
imum and then decline gradually, while the saturates and aromat-
ics in gasoline increase gradually along the height of the riser. The
Fig. 3. Catalyst volume fraction contour profiles in the axial and radial planes.
concentration of LPG, dry gases and coke increase progressively
along the riser.
4.4. Effect of treatment of coke component

Yang et al. [7] suggested that the novel treatment for coke,
which is incorporated in the catalyst phase, is more realistic since
in the real process it occurs in this way. Thus, the simulation com-
prises four cases, i.e. simulating the coke production in solid phase
and gas phase using the deactivation of catalyst as a function of
residence time (cases 1 and 2. respectively) and simulating the
coke production in solid phase and gas phase using the deactiva-
tion of catalyst as a function of weight percentage of coke (cases
3 and 4, respectively).

In cases 1 and 3, in which the coke is produced in the solid
phase, we used the same procedure used by Yang et al. [7]. Thus,
a term of source for mass transfer between the phases was incor-
porated into the simulation, which is equal to the sum of the reac-
tion rates of the coke formation. In the simulation, the gas phase is
composed of steam and the lumps of Tab. 2, except for coke. The
dispersed phase is considered a mixture composed of the catalyst
and the coke.

In cases 2 and 4, in which the coke is produced in the gas phase,
we used the same procedure used by Chang et al. [3], Alvarez-
Castro et al. [31]. The gas phase is composed of steam and the
lumps of Tab. 2. The dispersed phase is composed of the catalyst.
4.4.1. Effect of different treatment for coke on hydrodynamic
Fig. 7 shows the volume fraction of the catalyst, mass flow of

the coke and weight percentage of the coke amount on catalyst
in cross-section at 25 m in height. The effects of treatment of coke
on hydrodynamic were similar for both deactivation model, thus,
for illustration, the results showed in Fig. 7 refers to the case 1
and case 2. The volume fraction of solid phase is similar for both
cases, with a dense region near the wall and a diluted region in
the center. The production of coke is favored by the accumulation
of catalyst, which causes high temperature regions. Consequently
it is expected that there is higher amounts of coke in regions with
high concentration of catalyst. This can be observed for case 1, in
which the mass flow of coke is higher near the wall, whereas in
case 2 (common treatment for coke) a uniform mass flow of coke
is observed. This behavior affects the weight percentage of coke
amount on catalyst, with an antagonistic behavior in the simula-
tions. In case 1 it is observed a higher percentage of coke near
the wall and a homogeneous percentage of coke in the other
regions, while for case 2, the lower percentage of coke in relation
the catalyst occurs near the wall and an increase in percentage
toward the center is observed. The behavior observed in case 2



Fig. 4. Velocity profile in axial plane and velocity vector in different heights.
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can be attributed to the fact that the mass flow of coke is uniform,
thus the regions with low concentration of solid presented a higher
percentage of coke amount on catalyst. Furthermore, it can be
observed a lower variation in the percentage of coke from the wall
to the center of the riser in case 1 and it can be observed that there
is a higher area with high weight percentage of the coke amount on
catalyst in case 2 . It should be noted that the residence time of the
coke in the riser is equal to that of the phase it is produced.

4.4.2. Effect of different treatment for coke with catalyst deactivation
as function of residence time

The predicted values of product compositions at the outlet of
riser for cases 1 and 2, and the industrial data reported by Chang
et al.[3] are listed in Table 6. It can be seen that values predicted
in both cases are reasonably in agreement with the industrial data,
with the relative errors below 10%, in general. These values of rel-
ative errors are acceptable for FCC process [3,7]. It can be seen that
the application of novel treatment for coke component had not sig-
nificant effect on the product compositions when compared with
common treatment. This result can be attributed to the fact that
the kinetic model used does not depend on the coke distribution,
which depends on the temperature, the catalyst distribution and
the catalyst residence time.

4.4.3. Effect of different treatment for coke with catalyst deactivation
as function of weight percentage of coke

The catalyst deactivation in real FCC process occurs as a func-
tion of the coke deposition in catalyst surface, thus the catalyst
deactivation as a function of the residence time of the catalyst
was replaced by the model in function of the weight percentage
of coke amount on catalyst. The simulation results of case 3 and
4 were compared with the industrial results, as shown in Table 7.
It can be seen that the values predicted for case 3 and 4 with deac-
tivation model in function of weight percentage of coke are reason-
ably in agreement with the industrial data. However, in these
cases, the treatment for coke component plays a significant role
in products composition, mainly in unconverted feedstock, diesel,
gasoline, and coke. As discussed and observed in Fig. 7, the treat-
ment for the coke component affects the distribution of coke, thus
the different results of cases 3 and 4 may be attributed to that. As it
was shown in Fig. 7, in simulation, in which coke is produced in gas
phase, there is a higher percentage area with high weight percent-
age of the coke, consequently a lower conversion was observed in
this case.

In Fig. 8 the percentage of coke on the catalyst, the reaction rate
of Saturates in feedstock (Ss) and the reaction rate of Aromatics in
feedstock (Sa) in cross-sectional planes at different heights are
shown in Cases 3 and 4. As mentioned, for the simulation in which
the coke is formed in the gas phase (case 4), the mass flow of coke
is uniform (Fig. 7), since the coke component diffuses in the gas
phase and follows the rate of mixing. For the simulation in which
coke is formed in the solid phase (case 3), coke has a flow profile
equal to that of the solid. Due to this, the coke percentage for case
4 presents low values close to the wall and high values in the cen-
ter, while case 3 presents higher values near the wall. We observed
in Fig. 8(a) that this behavior extends along the riser for both cases.
For case 3, we observed that the difference in the percentage of
coke from the wall to the center of the riser decreases along the
height. This behavior can be attributed to the fact that the riser
operates in pseudo-stationary regime, so part of the solids present
near the wall are directed to the center of the riser and vice versa.
For case 4, we noted that the difference only tends to increase,



Fig. 5. Contour of gas phase temperature profile.

2576 D.C. Pelissari et al. / Advanced Powder Technology 29 (2018) 2568–2581
since the coke flow increases along the height, whereas the flow
profile of the catalyst does not show significant change from 10
m in height (Fig. 3).

The distribution effects of the coke percentage on the catalyst,
both in the reaction rate profile of Saturates and Aromatics in feed-
stock along the riser, are shown in Fig. 8(b) and (c). The reaction
rate depends on the amount of catalyst present, thus, the region
near the wall presents a high reaction rate for both cases. However,
case 4 shows a reaction rate near the wall greater than case 3, due
to the lower percentage of coke in relation to the catalyst found for
case 4. Thus, the catalyst activity near the wall for this case is
higher than that for case 3. The opposite occurs in the central
region. Case 3 shows a higher rate of reactions than case 4 due
to the lower percentage of coke. We also noted that in case 4 the
difference in reaction rate from the wall to the center increases
along the height, whereas for case 3 it tends to equalize.

The catalytic reactions occurring within the riser are endother-
mic, thus the temperature in the riser varies with the reaction
rates, as show in Fig. 5. In Fig. 9, the temperature in cross-
sectional planes at different heights are shown for cases 3 and 4.
We noted that the treatment of coke also affects the temperature
profile, which is affected by the reaction rates. We observed that
for both cases the temperature close to the wall is higher than
the temperature in the center; however, the case 4 has a lower
temperature near the wall than case 3 due to the higher reaction
rates. The reaction rate depends on the catalyst fraction, the per-
centage of coke on the catalyst and the temperature. In this con-
text, it is noteworthy that the change in the coke distribution
altered the profile of the reaction rate in the radial direction and,
consequently, the temperature profile, and the temperature also
affects the reaction rate. Thus, we noted that the change in one
of the variables of the reaction rate affects this directly and indi-
rectly, since these variables also depend on the reaction rate.
4.5. Comparison between deactivation functions

Fig. 10 plots the mass fractions of saturates in feedstock, diesel,
olefins in gasoline and coke along the riser height for case 1 (deac-
tivation by residence time) and case 3 (deactivation by percentage
of coke). It can be seen that the behavior of the products along the
height are similar for two deactivation model, nevertheless a
slightly greater difference can be observed in the upper section
of the riser.

In Fig. 11 it is plotted the residence time and percentage of coke
on catalyst along the riser height. It can be observed that the cata-
lyst residence time increases linearly from 5 m in height, while the
weight percentage of coke presents a logarithmic behavior up to a
height of approximately 20 m and above that, a linear behavior. In
the first half of the riser, it can be seen that the percentage of coke
has a higher rate of increase than that of residence time and in the
second half of the riser this behavior is reversed. As seen in Fig. 4
and Fig. 5, the velocity and the temperature quickly increases
and decreases, respectively, in the first meters of the riser and then
do not have major changes from the middle to the upper section.
Thus the time function is a linear relationship between distance
and velocity, and only increases with the height, while the produc-
tion of the coke is an exponential function of temperature and cat-
alyst deactivation, that decreases with the height.

The values of catalyst residence time and weight percentage of
coke on catalyst of Fig. 11 were applied in their respectively deac-
tivation equations, shown in Fig. 12. It can be observed that up to a
height of approximately 23 m, the deactivation functions have a
similar deactivation rate. From the height of 23 m, it is noted that
the catalyst deactivation as a function of percentage of coke has a
reduction in the deactivation rate due to the reduction in the rate
of coke formation, whereas the catalyst deactivation as a function
of the time has a constant rate of growth.
5. Conclusion

In this work, a 3D CFD model coupled 12-lumps kinetic model
was used to describe the hydrodynamic and heterogeneous cat-
alytic cracking reactions in FCC riser. The coke deposition on the
catalyst phase was included in the mathematical model and it
was compared with traditional treatment, in which coke is pro-
duced in gas phase. It was proposed a catalyst deactivation model
as a function of the weight percentage of coke on catalyst to
replace the deactivation model as function of the catalyst residence
time. Both models showed good agreement with industrial data.

The results showed that treatment for coke component plays an
important role in radial distribution of coke mass flow and conse-
quently radial distribution of percentage of coke on catalyst. The
treatment, in which coke is produced in catalyst phase, presented
hydrodynamic results closer to the expected. Furthermore, the
results indicated that the treatment for coke have a significant
influence on products yield in simulation with catalyst deactiva-



Fig. 6. Feedstock conversion and species concentrations.

Fig. 7. Catalyst volume fraction, coke mass flow and weight percentage of coke on catalyst in cross section planes at 25 m. (a) Case 1 and (b) Case 2.
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tion as function of the mass fraction of coke deposited on catalysts,
while it was not observed significant effects on products yield in
simulation with catalyst deactivation as function of residence time.

The deactivation model as function of the coke presented a
behavior of the catalyst activity over time that is closer to that
expected in reality, which presents a reduction in the deactivation
rate over time, since the coke production rate is reduced. Neverthe-
less, deactivation model as a function of residence time had a con-
stant increase in the deactivation rate. Thus, in studies, where the
residence time is sufficiently long, the time-based deactivation
model may present an exacerbated reduction in catalyst
activity.



Fig. 8. Profiles in radial planes for Case 3 and Case 4 in different heights for (a) weight percentage of coke on catalyst, (b) reaction rate of saturates in feedstock (SS) and (c)
reaction rate of aromatics in feedstock (SA).
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Table 6
Comparison between simulated results and industrial data.

Industrial data Numerical result Relative error (%)

Case 1 Case 2 Case 1 Case 2

Gas velocity at riser outlet (m/s) 12–18 16.22 16.36 – –
Temperature at riser outlet (K) 793.15 770.19 769.67 �2.89 �2.96
Unconverted feedstock 4.92 5.36 5.46 8.94 10.98
Saturates 1.09 1.61 1.65 47.71 51.38
Aromatics 2.94 2.82 2.87 �4.08 �2.38
Resin and Asphaltene 0.89 0.93 0.94 4.49 5.62
Diesel 27.45 27.34 27.36 �0.40 �0.33
Gasoline 39.29 37.95 37.94 �3.41 �3.44
Saturates 11.23 11.22 11.18 �0.09 �0.45
Oleofin 20.2 19.48 19.55 �3.56 �3.22
Aromatics 7.86 7.25 7.21 �7.76 �8.27
LPG 15.33 15.79 15.65 3.00 2.09
Low carbon alkanes 4.82 4.78 4.75 �0.83 �1.45
Propylene 5.42 5.39 5.35 �0.55 �1.29
Butene 5.09 5.62 5.55 10.41 9.04
Dry gases 4.75 5.23 5.18 10.11 9.05
Coke 8.26 8.33 8.41 0.85 1.82

Table 7
Comparison between simulated results and industrial data.

Industrial data Numerical result Relative error (%)

Case 3 Case 4 Case 3 Case 4

Gas velocity at riser outlet (m/s) 12–18 16.38 16.50 – –
Temperature at riser outlet (K) 793.15 768.14 768.06 �3.15 �3.16
Unconverted feedstock 4.92 4.59 5.08 �6.71 3.25
Saturates 1.09 1.27 1.53 16.51 40.37
Aromatics 2.94 2.5 2.67 �14.97 �9.18
Resin and Asphaltene 0.89 0.82 0.88 �7.87 �1.12
Diesel 27.45 27.23 26.77 �0.80 �2.48
Gasoline 39.29 38.01 37.46 �3.26 �4.66
Saturates 11.23 11.39 11.25 1.42 0.18
Oleofin 20.2 19.15 18.9 �5.20 �6.44
Aromatics 7.86 7.47 7.31 �4.96 �7.00
LPG 15.33 16.27 16.34 6.13 6.59
Low carbon alkanes 4.82 4.87 4.84 1.04 0.41
Propylene 5.42 5.55 5.54 2.40 2.21
Butene 5.09 5.85 5.96 14.93 17.09
Dry gases 4.75 5.41 5.47 13.89 15.16
Coke 8.26 8.48 8.89 2.66 7.63

Fig. 9. Temperature profile in cross section planes for Case 3 and Case 4 in different heights.
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Fig. 10. Yield of saturates in feedstock, diesel, olefins in gasoline and coke.

Fig. 11. Catalyst residence time and weight percentage of coke on catalyst.
Fig. 12. Catalyst activity as functions of residence time and percentage of coke on
catalyst.
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